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Abstract:  Machine Learning has evolved over the past few 

decades from a few computer enthusiasts exploring the 

prospect of machines learning to play games and a part of 

mathematics statistics that seldom considered computational 

approaches to an independent research field that used text 

analysis, pattern recognition and other commercial purposes. 

Machine learning has contributed to a separate data mining 

research interest in finding secret regularities or anomalies in 

social data that are that by a second. This paper discusses the 

principle of Machine Learning as well as some of the 

common branches of Machine Learning.       
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I. INTRODUCTION 

Machine learning is a technology that enables machines, 

through learning from examples, to perform specific tasks 

intelligently. Therefore, these systems can perform complex 

processes by data learning rather than following predefined 

rules. Through learning from input, machine learning systems 

may perform complex processes rather than following 

predefined rules. Machine learning is a technology that 

enables machines, through learning from examples, to 

perform specific tasks intelligently. Therefore, such systems 

can perform complex processes by learning from data rather 

than by following predefined rules. Frameworks for machine 

learning can work well in specific tasks. It can be used to 

increase human responsibilities in many situations. Although 

it is clear that developments in machine learning will change 

the world of work, it is not straightforward to predict how 

this will unfold, and existing studies in their projections differ 

significantly. Computer science, statistics, and data science 

convergence is machine learning. This uses elements of each 

of these fields to process data in such a way that trends can 

identify and know, predict future behavior, or to make 

decisions. 

 

 

II. RELATED WORK 

 

Machine learning is a vast science, and many researchers 

have applied for their work in this field over the past few 

decades. The enumeration of these works is countlessly 

endless and it is out of the reach of this paper. The paper, 

however, outlines the study of branches of machine learning 

and offers references to some of the works on the subject. 

III. Branches of Machine Learning 

 

A. Supervised machine learning 

A program is equipped with data that has been classified in 

supervised machine learning. Each data point is grouped by 

the labels into one or more categories. The machine learns 

how to organize this data, known as training data, and uses 

this to predict new test data set. The supervised algorithms of 

machine learning are those algorithms that require external 

support. The data set for input is split into the data set for 

trained dataset and test data set. The trained data set has a 

variable output that must be categorized. All algorithms learn 

from the trained dataset certain patterns and add them to the 

prediction or classification test data set. 

 

B. Unsupervised Learning 

 

Un-supervised Learning is training without labels. This 

attempts to identify the characteristics that make data points 

more or less identical to each other, e.g. by developing 

clusters and allocating data to these clusters.  The 

unsupervised learning algorithms learn from the data a few 

features. When introducing new data, it will use the features 

previously learned to understand the data class. It is used 

primarily for clustering and reduction of the feature. 

 

C. Semi - Supervised Learning 

 

Semi-supervised learning algorithms are a methodology that 

incorporates both supervised and unsupervised learning 

capabilities. In those areas of machine learning and data 
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mining where the unlabeled data is already available, it can 

be fruitful and a boring phase is getting the labeled data. 

 

D. Reinforcement learning 

 

Training for reinforcement focuses on learning from 

experience and inconsistencies between unattended and 

supervised learning. An agent interacts with his environment 

in a traditional reinforcement learning setting and is given a 

reward function that he tries to refine. The agent's goal is to 

learn the effects of his actions, such as what moves were 

necessary for winning a game and to use this learning to find 

strategies that maximize his rewards. Learning to reinforce is 

a form of learning that makes decisions based on what 

actions to take to make the result more positive. The learner 

does not have any knowledge of what actions to take until a 

situation is given. The learner's behaviour can affect future 

situations and their behaviour. 

E. Multitask Learning 

 

Learning multitask has a simple objective of helping other 

learners perform better. When multitasking learning 

algorithms are applied to a task, it remembers how it solved 

the problem or how it reaches a specific conclusion. Then the 

algorithm uses these steps to find another similar problem or 

task solution. It can also be called this helping from one 

algorithm to another as an inductive transfer mechanism. 

 

F. Ensemble Learning 

 

If different individual learners are combined to form only one 

learner, the particular type of learning is called learning of the 

ensemble. Naïve Bayes, decision tree, neural network may be 

the learner. It has been found that in doing a particular job, a 

group of learners is almost always better than individual 

learners. 

 

IV. APPLICATIONS 

 

Machine Learning handles a large amount of data in areas 

such as life sciences, particle physics, biology, social 

sciences. Machine learning could be a key enabler for a 

variety of scientific fields to push the boundaries of science 

forward. Machine learning could become a key tool for 

researchers to analyze these large data sets, detect unforeseen 

patterns or extract unexpected insights. 

 

V. CONCLUSION 

 

In various applications, the benefits of machine learning will 

be delivered in various ways. Data needs new open standards 

that reflect the needs of machine-driven analytical 

approaches. ML provides flexibility and adaptability to the 

software when required. ML is likely to help change 

Computer Science's general outlook by redefining the 

question of how to program a computer.  We can create 

devices that are self-monitoring, self-diagnosis, and self-

repairing by using Machine Learning. 
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